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NLP Segmentation Problem

o input: a sequence of elements

o segmentation: a sequence of segment 𝐒 =𝑠 , 𝑠 , … , 𝑠𝑝
o segment: a tuple 𝑠 = , ,

o : the beginning position

o : the ending position

o : the label associated with the segment (optional)

o constrained on + 1 = +

Use word embedding in CWS.

semi-CRF deep learning

in 浦东开发与建设
浦东  is a potential word

浦东 [0. , 0. , 0. , …]  and 虹桥 [0.5, 0. , 0. , …]
have similar syntactic/semantic function.

Challenges and Solutions

access the segment representing the segment

Semi-CRF vs. CRF

Modeling Segmentation

o Markov  assumption

o labeling individual inputs 

with B, I, E, S

o one input, one state

o Semi-Markov assumption

o labeling contiguous inputs

o several inputs, one state
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Semi-CRF

o follows semi-Markov assumption

o conditional probability of 

segmentation S over input x

o 𝑝 𝑆 = 𝑍 exp Φ 𝑆,
o Φ 𝑆, : decomposed as  𝑝𝜙 𝑠 ,

Core Problem

Representing 𝝓 𝒔𝒊, 𝑿

Representing 𝝓 𝒔𝒊, 𝑿
Old-school 𝛟 𝐬𝐢, 𝐗 representation

o crf styled features:

o input unit level information: e.g. words, postags

o semi-crf styled features: 

o segment-level information: e.g. segment length

Neuralized𝛟 𝐬𝐢, 𝐗 representation

o crf styled features:

o composing input units representation into a vector

o semi-crf styled features: 

o embedding the entire segment
Model Overview
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Seg-Rep from Input Units

Seg-Rep from Segment

Experiments

Where did the embedding come from?

learning from unlabeled but auto-segmented data

o auto-data: homogeneous or heterogeneous models?

o embedding: tune or fixed?

Results of Seg-Rep from Input Units only: comparable result with baseline

Results of Seg-Rep from Input Units and Segment: Segment embedding significant helps!

Conclusion: we thoroughly study representing the segment in neural semi-CRF. Segment embedding greatly improve the performance


