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Problem:
Natural Language Segmentation Problem

• input is a sequence of elements

• segmentation is a sequence of 

segment ! = ($%, $', … , $))

• a segment is a tuple $ =
(+, ,, -)
• +: the beginning position

• ,: the ending position

• -: the label associated with the 

segment (optional)

• constrained on ,. + 1 = +.1%
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Motivating:

Can we use word embedding in CWS?
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Motivating:

Can we use word embedding in CWS?

• To achieve this gold, we need

• to access the segment (the potential word) during inference

• to represent the segment

in “ ”

“ ” is a potential word

structure prediction segment representation

“ ”: [0.5, 0.3, 0.6, …]

“ ”: [0.5, 0.2, 0.5, …]

they have similar syntactic/semantic function.
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Motivating:

Can we use word embedding in CWS?

• To achieve this gold, we need

• to access the segment (the potential word) during inference

• to represent the segment

in “ ”

“ ” is a potential word

semi-Markov CRF deep neural network

“ ”: [0.5, 0.3, 0.6, …]

“ ”: [0.5, 0.2, 0.5, …]

they have similar syntactic/semantic function.
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Refresh on semi-CRF

• semi-CRF model the conditional probability of ! as

• " ! # =
%

&
exp*Φ !, #

• by restricting features within one certain segment, Φ(!, #) can be 

decomposed as ∑0
1
2 30 , #

• core problem in achieving good segment performance

Representing 4(56, 7)
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(Old-school) ! "# , % representation

• crf styled features: 

• input unit level information

• e.g.: character

• semi-crf styled features: 

• segment-level information

• e.g.: length of the segment

• require carefully designed features and do not generalize well
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Neuralized ! "# , % representing

• neural crf styled features:

• composing the representation of input units into a vector

• handling variable length nature

• neural semi-crf styled features:

• embed the entire segment

• learning from labeled/unlabeled data
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Composing Input Units

• neural crf styled features: !"#$%& = ()*(,-, ,-/0, … , ,2)
• composing the representation of input units into a vector

• handling variable length nature

SRNN SCNN SCONCATE
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Embedding Entire Segment

• neural semi-crf styled features: !"#$% = '(()*+(-*-*./…-1)
• embed the entire segment

• learning from raw text

• Problem: where did the embedding come from?

• Answer: learning from unlabeled but auto-segmented data
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Final Model
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Experiments

• Two typical NLP segmentation tasks: NER and CWS

• NER: CoNLL2003

• CWS: Sighan2005

• Baselines:

• sparse feature CRF

• neural sequence labeling

• neural CRF
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w/ Input Units Composition only

• structure predication models outperform classification

• but difference is not significant within structure models
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w/ Input Units Composition + segment 
embedding

• Using segment-level representation greatly improve the performance
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Final Result (compare w/ NER SOTA)

• achieve comparable performance without domain-specific knowledge
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Final Result (compare w/ CWS SOTA)

• achieve SOTA on two datasets
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Conclusion

• We thoroughly study representing the segment in neural semi-CRF

• SCONCATE is comparable with SRNN

• Segment embedding greatly improve the performance

• Our code can be found at: https://github.com/ExpResults/segrep-for-
nn-semicrf

• Talk to me at the poster for more details 

https://github.com/ExpResults/segrep-for-nn-semicrf
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Thanks and Questions!


