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* show me the closest restaurant. * show me the [closest]|<distance>
* give me the closest route to a [restaurant]<poi type>.
restaurant.

* |s there a close restaurant?
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find me the <distance> route to <poi type> find me the <distance> route to <poi type>
is there a <distance> <poi type>

— is there a <distance> <poli type>
I’'m desiring to eat at some <poi type> is there any in find me the <distance> route to <poi type>
<distance>

— I’'m desiring to eat at some <poi type> is there any in <distance>




TE R %

-

ET

R

\
J

P
Ry
n

N

- L

N\

1

3

|
\

I—_AI\ Q— / LS ——
oNEl L XX
100.00
Tol Dear Yutai Hou:
Ui)trlglnal 50.00
erance On behalf of the COLING 2018 Program
80.00 . . .
Committee, we are delighted to inform you that
J 20.00 the following submission has been accepted to
Diversity appear at the conference:
Seq2Seq 4 Rank 60.00
Sequence-to-Sequence Data Augmentation
50.00 for Dialogue Language Understanding
v ATIS Navigate Scheduling Weather
NeW U1 NeW U2 NeW U3 Base“ne m Ours

AR

COLING score: 4/4/4

L




17

Task-oriented dialogue systems built by dialogue system development platform, like api.ai and
Microsoft LUIS, usually suffer from lack of both user utterance and data annotations at the early
stage of development, which results in poor performance facing the real user. To solve this,
we propose Cluster2Cluster, a generation model that augments the data by creating new data
instances of cluster level. Since user utterance fed to dialogue systems is naturally clustered by
intent and data slots, we leverage this information to direct generation by first clustering user
utterance and then expanding utterance clusters with a generation process that directly uses the
clusters as input and output. Our model outperforms strong baseline of bi-LSTM with existing
data augmentation method and gets satisfactory results of generating diverse new utterance. To
the best of our knowledge, we are first to leverage clustering information in data augmentation for
natural language processing and first to propose cluster level natural language generation model.
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In this paper, we study the problem of data augmentation for language understanding in task-
oriented dialogue system. In contrast to previous work which augments an utterance without
considering its relation with other utterances, we propose a sequence-to-sequence generation
based data augmentation framework that leverages one utterance’s same semantic alternatives in
the training data. A novel diversity rank is incorporated into the utterance representation to make
the model produce diverse utterances and these diversely augmented utterances help to improve
the language understanding module. Experimental results on the Airline Travel Information
System dataset and a newly created semantic frame annotation on Stanford Multi-turn, Multi-
domain Dialogue Dataset show that our framework achieves significant improvements of 6.38
and 10.04 F-scores respectively when only a training set of hundreds utterances is represented.
Case studies also confirm that our method generates diverse utterances.



INntroduction

Task-oriented dialogue system [talk about task-oriented dialogue] With the increasing demand diie
for task oriented dialogue [falk about commercial systems like api.ai]. However, in the common
scenario of building new dialogue system for unfamiliar domains, developer always face the lack
of data reflected both in quantity and quality. [talk about quantity and quality] /=
To solve this, we leverage the idea of data augmentation. In CV and speech, [literature review, =
CV methods don t work for NLP] Therefore, existing data augmentation methods for NLP S
generally follow two directions [more literature review] However, the prevailing methods do not
well introduce domain knowledge of specific tasks, and their effectiveness tends to be limited in H&
the respective tasks.
To remedy this, more information should be used to direct data augmentation. [we noticed
they can be naturally clustered]|But, controllable generation of new data with clustering

information, is [difficult]. There are mainly 2 challenges

Language understanding (LU) is the initial and essential component in the task-oriented dialogue
system pipeline. One challenge in building robust LU is to handle myriad ways in which users
express demands. [talk about new domain cases]

Data augmentation, which enlarges the size of training data in machine learning systems, is an =
effective solution to the data insufficiency problem. [talk about successful cases in CV, speech, HX
and NLP] but less studied in LU. Kurata et al. (2016a) present [a data driven, non-paraphrasing 452
method, contrast it to paraphrasing method, pointed they need domain knowledge]

In this paper, we study the problem of data augmentation for LU and propose a novel data- H&
driven framework that models relations between utterances of the same semantic frame in the
training data. [talk about our method)|
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well introduce]domain knowled fSpecific tasks, and their effectiveness tends to be limited in

the respective tasks.
To remedy this, jmore informatiogl should be used to direct data augmentation. [we noticed

they can be naturally clustered|But, controllable generation jof new data with clustering
information, is [difficult]. There are mainly|2 challenges|

| Task-oriented dialogue system{{a/k about task-oriented dialogue] With the increasing demand i! 5‘: )
for task oriented dialogue [talk abo® commercial systems fke-apiai]. However, in the common —_—
scenario of building new dialogue system for unfamiliar domains, developer alwa
in quantity and quality. [falk about quantity and quality] e
To solve this, we leverage the Td data augmentation]In CV and speech, [literature review, — 12
CV methods don t work for NLP] Therefore] existing data augmentation r-nethods|for NLP S
generally follow two directions [more literature revdemtowever, the prevailing methods do not

Language understanding (LU) is the initial and essential component in the task-oriented dialogue
system pipeline. One challenge in building robust LU is to handle myriad ways in which users
express demands. [talk about new domain cases]

Data augmentation which. enlarges the size of training data in machine learning systems, is an
effective solution to the data insufficiency problem. [talk about successful cases in CV, speech,
and NLP] but less studied in LU. Kurata et al. (2016a) present [a data driven, non-paraphrasing
method, pointed it doesn t make use of relations-between utterances|

In this paper, we study the problem of data augmentation for LU and propose a novel data-
driven framework that models relations betwcen utterances of the same semantic frame in the
training data. [talk about our method)|
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Introduction [O
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B What's AMR  ©  AMRis a semantic representation ...

General discussion O/ Many AMR downstream applications © AMR has also been used in variot

\ Many AMR parsers © A number of parsers have been ...

Alignment is important  © Since there is not explict mapping ..., alignment is usually |

Alignment O/ Alignment in previous work ©  either by ... or by ...

\ What's the advantage of rule-based

1. incapable to make optimal alignment on ambiguious condition.

Problem of rule-based aligner O/ 2. limited semantic (fuzzy) matching

\ 3. alignment never tuned by the downstream parser learning

enhanced aligner
coreidea ©
transition-based oracle parser

enhance matching scheme

enhanced aligner ©

How we deal with alignment © . an o
\\ canceling greedily aligning process

transition-based oracle parser

how they are combined

») Our experiments
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Task-oriented dialogue systems built by dialogue system development platform, like api.ai and
Microsoft LUIS, usually suffer from lack of both user utterance and data annotations at the early
stage of development, which results in poor performance facing the real user. To solve this,
we propose Cluster2Cluster, a generation model that augments the data by creating new data
instances of cluster level. Since user utterance fed to dialogue systems is naturally clustered by
intent and data slots, we leverage this information to direct generation by first clustering user
utterance and then expanding utterance clusters with a generation process that directly uses the
clusters as input and output. Our model outperforms strong baseline of bi-LSTM with existing
data augmentation method and gets satisfactory results of generating diverse new utterance. To
the best of our knowledge, we are first to leverage clustering information in data augmentation for
natural language processing and first to propose cluster level natural language generation model.
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Microsoft LUIS, usually suffer from lack of both user utterance and data annotations at the early
stage of development, which results in poor performance facing the real user. To solve this,
we propose Cluster2Cluster, a generation model that augments the data by creating new data
instances of cluster level. Since user utterance fed to dialogue systems is naturally clustered by
intent and data slots, we leverage this information to direct generation by first clustering user
utterance and then expanding utterance clusters with a generation process that directly uses the
clusters as input and output. Our model outperforms strong baseline of bi-LSTM with existing
data augmentation method and gets satisfactory results of generating diverse new utterance. To
the best of our knowledge, we are first to leverage clustering information in data augmentation for
natural language processing and first to propose cluster level natural language generation model.

Task oriented dialogue
Commercial systems
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Task-oriented dialogue systems built by dialogue system development platform, like api.ai and
Microsoft LUIS, usually suffer from lack of both user utterance and data annotations at the early
stage of development, which results in poor performance facing the real user. To solve this,
we propose Cluster2Cluster, a generation model that augments the data by creating new data

instances of cluster level. Since user utterance fed to dialogue systems is naturally clustered by
intent and data slots, we leverage this information to direct generation by first clustering user
utterance and then expanding utterance clusters with a generation process that directly uses the
clusters as input and output. Our model outperforms strong baseline of bi-LSTM with existing
data augmentation method and gets satisfactory results of generating diverse new utterance. To
the best of our knowledge, we are first to leverage clustering information in data augmentation for
natural language processing and first to propose cluster level natural language generation model.

Task oriented dialogue

Commercial systems

Data insufficiency

Generation at cluster-level
*  What cluster?
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Task-oriented dialogue systems built by dialogue system development platform, like api.ai and
Microsoft LUIS, usually suffer from lack of both user utterance and data annotations at the early
stage of development, which results in poor performance facing the real user. To solve this,
we propose Cluster2Cluster, a generation model that augments the data by creating new data
instances of cluster level. Since user utterance fed to dialogue systems is naturally clustered by
intent and data slots, we leverage this information to direct generation by first clustering user
utterance and then expanding utterance clusters with a generation process that directly uses the
clusters as input and output. Our model outperforms strong baseline of bi-LSTM with existing
data augmentation method and gets satisfactory results of generating diverse new utterance. To
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natural language processing and first to propose cluster level natural language generation model.
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Generation at cluster-level
*  What cluster?
Intent and slot
*  Where are they from?
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Task-oriented dialogue systems built by dialogue system development platform, like api.ai and
Microsoft LUIS, usually suffer from lack of both user utterance and data annotations at the early
stage of development, which results in poor performance facing the real user. To solve this,
we propose Cluster2Cluster, a generation model that augments the data by creating new data
instances of cluster level. Since user utterance fed to dialogue systems is naturally clustered by

intent and data slots, we leverage this information to direct generation by first clustering user

utterance and then expanding utterance clusters with a generation process that directly uses the
clusters as input and output. Our model outperforms strong baseline of bi-LSTM with existing
data augmentation method and gets satisfactory results of generating diverse new utterance. To
the best of our knowledge, we are first to leverage clustering information in data augmentation for
natural language processing and first to propose cluster level natural language generation model.

Task oriented dialogue
Commercial systems
Data insufficiency
Generation at cluster-level
*  What cluster?
Intent and slot
*  Where are they from?
Cluster utterances
* How?
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