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AMR Parsing: Concept Identification
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AMR Parsing: Relation Identification
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AMR Parsing: Alignment Challenge
Association between a concept and

a span of words is abstracted away
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North Koreanl froze its nuclear actions in

exchange for two nuclear reactors
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Aligner for Training an AMR Parser
Guessing Alignment

North Korean froze its nuclear actions in
exchange for two nuclear reactors

North Korean

Aligner

> nuclear _ @

nuclear — Coutens2)




JAMR Aligner (Flanigan et al. 2014

A Set of Rules

. (Named Entity) Applies to name concepts and their
opn children. Matches a span that exactly matches its
opn children in numerical order.

2. (Fuzzy Named Entity) Applies to name concepts and
their opn children. Matches a span that matches the
fuzzy match of each child in numerical order.

3. (Date Entity) Applies to date—-entity concepts
and their day, month, vyear children (if exist).
Matches any permutation of day, month, year, (two digit
or four digit years), with or without spaces.

4. (Minus Polarity Tokens) Applies to — concepts, and
matches “no”, “not”, “non.”

5. (Single Concept) Applies to any concept. Strips
off traitling °‘-[10-9]1+° from the concept (for example

Greedy Decoding
« Manually define rule order
* Apply these rules one by one

« Alignments are mutually
excluded, a span once aligned
will never be aligned again.
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Problems of JAMR

Limited semantic Ambiguities in Parser training does
resources matching results not feed back to
alignment
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Our Contributions

A novel aligner
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A transition-based parser

Transition  Current State

Resulting State

Description

DRroP |0

MERGE [0

CONFIRM(c) [0

" NEW(c) [o

LEFT(r) [o]so, 6, bol

RIGHT(r) [o]|so, §, bo

SHIFT

REDUCE [o]so, 0, bo

So, 9, bolp,

" ENTITY(c) [o|so, &, bolf,

A

So, 8, Bolb13,

)

»rr“;‘,_ 9, B, A

[oso0, 6, bo-b1[B
W‘m, 9, clB,
Eloa 3 ds; 2

rr\>“ )
olso, &
o2 SH‘A
[o[s0]d]bo,

o, 9, bol3, A

relations(c)

pops out the word that doesn’t convey
any semantics (e.g., function words and
punctuations).

concatenates a sequence of words into a
span, which can be derived as a named
entity (name) or date-entity.
derives the first element of the buffer (a
word or span) into a concept c.

a special form of CONFIRM that derives
the first element into an entity and builds
the internal entity AMR fragment.

~ generates a new concept ¢ and pushes it -

to the front of the buffer.

links a relation r between the top
concepts on the stack and the buffer.

shifts the first concept of the buffer onto
the stack along with those on the deque.

pops the top concept of the stack.

eXp{ga : STACKLSTM(S) + by}

plals) = >

2 €XP{ga’ - STACKLSTM(s) + by }




Our Contributions

A novel aligner A transition-based parser

ai > 21 > S1
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o STACKLSTM(s) + b, }
plals > rexp{ga - STACKLSTM(s) + by }
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Limited semantic
resources

Recall more alignments with
* Glove embedding (Korean

and Korea)

* morphological links
(example and exemplify)

Our Aligner

Ambiguities in
matching results

5

Parser training does
not feed back to
alignment
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Our Aligner

Parser training does

Limited semantic Ambiguities In
resources matching results not feed back to
alignment
Produce multiple alignments
g1 S1

a1

Recall more alignments with
* Glove embedding (Korean

and Korea)

* morphological links
(example and exemplify)

Eval.

Oracle

Aligner

Training
Data

STL

highest-scored, pick



Limited semantic
resources:

Recall more alignments with
* Glove embedding (Korean
and Korea)

* morphological links
(example and exemplify)
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Our Aligner

Parser training does

Ambiguities in
not feed back to

matching results
alignment
Produce multiple alignments
2 ) o) — .
Dt - |oracte| : [Bva
gn Sn

o] - (o [CRIETINIAi B EH-L N LRIl tO determine the quality

Use an
of an alignment
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Oracle Transition-based Parser

Input sentence
> Oracle Dependency _ Gold transition

Parser sequence
Gold dep. tree

Input sentence

Best transition

Alignment Our Oracle Parser — — Best AMR
sequence

Gold AMR graph
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Oracle Transition-based Parser

e State: s = (O'lSO, 5, bO |b1 |'B’ A) DROP [o]so, 6, bolB. A]  [o]so, 6, B, A]
* Actions: T NiERGE (a0, 8 TolilA, Al [ofee, b BB AT T
« extension of the list-based

dependency parser " CONFIRM(S) [o]50, &, Bol, AT~ [ofsa, 3, <[F, AT T T 7T
e CONFIRM. ENTITY. and NEW for  ENTY@ (o508 %ol AT ™~ [ofsa, 3 <6, AUTelations(e]] -
Concept |dent|flcat|0n - - = NEV\?(E)_ _[E|§OT ()T 50—|j j4]_ - - [_O"—S(;, _5,_C—|b_0|8._,4_] ———————
* Oracle parser use the alignment N T T T =g nars
: : LEFT(r) |[o|so, J, bolB, A ol|so, 6, bo|B, AU {so ¢ bo
to derlve these aCtlonS RIGHT(r) [o]|so, J, bo|S, A] [o|s0, 6, bo|B, AU {s0 — bo }
" T T TCAchE [0S0, 5, bolB, Al T " [os sofd, bolB, AT T T T T T T
TT T T SHIET (o]0, 5, bolB, AT T [ofsoldlbe, [T, B AT T T T T T

REDUCE [o|so, 0, bo|f, A] [0, 9, bo|f, A]



A Run on a Successful Alignment

buffer:

stack: deque:

North Korean froze its nuclear actions in exchange for two nuclear reactors

[ ENTITY (country) ]

N’/

[ SHIFT

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze; nuclear! —nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on a Successful Alignment

deque: buffer:

froze its nuclear actions in exchange for two nuclear reactors

CONCEPT (freeze)

LEFT (ARGO)

SHIFT

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze; nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor
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A Run on a Successful Alignment
deque: buffer:
@ its nuclear actions in exchange for two nuclear reactors
[ DROP |

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze; nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on a Successful Alignment
deque: buffer:
@ nuclear actions in exchange for two nuclear reactors

[ CONCEPT (nucleus~1) ]

[ SHIFT |

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze; nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on a Successful Alignment

deque: buffer:

@ @ actions in exchange for two nuclear reactors

[ CONCEPT (act) |

[ LEFT (mod) )

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze; nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on a Successful Alignment

deque:

buffer:

|

@ in exchange for two nuclear reactors

REDUCE

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze; nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on a Successful Alignment

deque: buffer:

@ @ in exchange for two nuclear reactors

v

[ RIGHT (ARG1) ]

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on a Successful Alignment

deque: buffer:

Y

@ @ in exchange for two nuclear reactors

v

Ends up with 32 actions

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~1; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A Run on an Unsuccessful Alignmen

deque: buffer:

@ nuclear actions in exchange for two nuclear reactors

[ CONCEPT (nucleus~2) ]

[ SHIFT |

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~2; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~1; reactors — reactor



A Run on an Unsuccessful Alignmen

deque: buffer:

@ @ actions in exchange for two nuclear reactors

[ CACHE |

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~2; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~1; reactors — reactor



A Run on an Unsuccessful Alignmen

deque: buffer:

@ @ actions in exchange for two nuclear reactors

[ CONCEPT (act) |

[ RIGHT (ARG1) |

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~2; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~1; reactors — reactor



A Run on an Unsuccessful Alignmen

deque: buffer:

@ @ @ in exchange for two nuclear reactors

[ SHIFT |

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~2; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~1; reactors — reactor
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A Run on an Unsuccessful Alignmen

deque: buffer:

@ @ @ in exchange for two nuclear reactors

Keep CACHEING

Ends up with 44 actions

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”; froze — freeze;nuclear! — nucleus~2; actions —
act; exchange - exchange; for — receive; two — 2; nuclear? — nucleus~1; reactors — reactor



A Run on another Unsuccessful = ™
Alignment
deque: buffer:
@ nuclear actions in exchange for two nuclear reactors
[ DROP ]

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”;froze — freeze; actions —act; exchange -
exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor



A
||

A Run on another Unsuccessful = ™
Alignment
deque: buffer:
@ actions in exchange for two nuclear reactors

Ends up with a graph with Smatch of

0.91

Input sentence: North Korean froze its nuclear actions in exchange for two nuclear reactors

Alignment: North Korean — country entity: ”“North Korean”;froze — freeze; actions —act; exchange -
exchange; for — receive; two — 2; nuclear? — nucleus~2; reactors — reactor
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Aligner Experiments (intrinsic): =

Alignment Evaluation

99

97

95.2

95
93
91 90.6
89

87

85
Alignment F1

JAMR ®mOurs



70

69

68

67

Aligner Experiments (extrinsic);
Two Open-sourced AMR Parsers
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Aligner Experiments: Ablations
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Our Contributions

A novel aligner
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A transition-based parser

exp{ga - STACKLSTM(s) + b, }

Plls) = S~ b {gw - STACKLSTM(s) + by}
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Transition-based AMR Parser
on Our Transition System

« Use StackLSTM [Dyer et al. 2015] to represent state
exp{ g, - STACKLSTM(s) + b, }
. €XP{ga’ - STACKLSTM(s) + by }

plals) = >

 Call a unique subroutine for span-to-concept classification

B
£



70
69
68
67
66
65
64
63
62
61
60

Parser Experiments
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Parser Experiments

mBA17 ®mOQurs

Zhou16

Pust15 m®mOursX3

Wang17 mOursX10
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Comparison to Ballesteros and

Al-Onaizan (2017)
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Parser Experiments:
Speed Comparison

r

&

Model Tokens/s
JAMR 14
CAMR 24
Wang17 (Extension of CAMR) <24
43
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Conclusion

 Anew AMR aligner that improves two open-sourced parsers

A transition-based parser that is accurate and fast

* Code and generated alignments (LDC2014T12 and

LDC2017T10) are available at:
https://github.com/Oneplus/tamr



https://github.com/Oneplus/tamr

Thanks and Q/A

i
)
o\ |

-i..

=

(i~

\
=

o
o



